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Who am I?

e My name is James Ridgway
e |workonthe Dev side of DevOps

e Head of Platform and Data Science at The Floow

o Building services to run on our infrastructure

o  Looking at the insights we can generate from the insights our data shows

e [|'malsoa typical nerd... | like to tinker with stuff..



Overview

e Thelmmutable Servers Pattern
e AnIntroduction to Spot Instances
e Building a pipeline

o  AMIls with Packer

o Infrastructure with Terraform

o  CI/CD with Jenkins



The Immutable Servers Pattern

“A server that once deployed, is never modified, only ever replaced”.



Why Immutable Servers and Spot Instances?

Yelp runs Apache Mesos on AWS Spot Instances.



The Challenge

| thought it would be a fun challenge to:

1. Migrate my personal projects off of my current VPS hosting to AWS
2. Use this as an excuse to play with Spot Instances and adopt an Immutable Servers pattern

3. Tryanduse AWS... cheaply



Change Management Evolution

e Snowflake Servers

e Configuration Management Tooling
e Phoenix Servers

e |mmutable Servers



Snowflake Servers

Definition: The Problems:
e Manually applied: e Difficult to reproduce
o Patches e  Spinning up a new instance or environments is
o  Updates

incredibly time consuming
Configuration Tweak : . . :

o onTiuraton Twests e [Development/testing/staging is unlikely to mirror

o Dependency Updates duct

o  Code Changes production

: . ° :
e  No configuration management Need manual processes and documentation to

form an audit trail



Configuration Management Tooling
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Configuration Management Tooling

Advantages: Challenges
e  Controlled changes via version controlled recipes, e Inconsistencies can occur over time
manifests, etc. o Manual, undocumented changes
e  Changes can be rapidly applied to servers e The longer the server is provisioned the greater

the chance of configuration drift

e (Can only manage what it knows about



Phoenix Servers

Regularly rebuild a servers from the base image:
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Phoenix Servers

Advantages: Challenges
e  Controlled changes via version controlled recipes, e Inconsistencies can occur over time
manifests, etc. o Manual, undocumented changes
e  Changes can be rapidly applied to servers e The longer the server is provisioned the greater
e [asily replicate changes to a point in time the chance of configuration drift
e  Focus shifts towards fixing issues in the base e  Canonly manage what it knows about

image.



Immutable Servers
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Immutable Servers

Advantages:

Fully defined in code (config tooling or scripts)
Easily replicate changes to a point in time

Base image typically better suited to horizontal
scaling

Every server built from the same image should be
consistent

Can decrease attack service by preventing remote
access.

Fixed configuration - no config drift

Challenges

Debugging issues - tooling not built into image
Applying changes can be slower than alternative
patterns (snowflake servers, config management
tooling phoenix servers, etc)

Not all applications are suited (e.g. databases)



Pets vs Cattle

“In the old way of doing things, we treat our servers like pets, for example Bob the mail server. If
Bob goes down, it’s all hands on deck. The CEQ can't get his email and it's the end of the world. In
the new way, servers are numbered, like cattle in a herd. For example, www001 to www100.

When one server goes down, it's taken out back, shot, and replaced on the line.”

Randy Bias



Immutable Servers - The Challenges

e [Debugging
o  Bake tooling in over time
e Changes can be slow
o Allow emergency fixes to be applied manually (purists will insist on no changes)
o Minimise your risk of configuration drift - e.g. flag the server for deletion after a week if a manual change is
detected

e Not all applications are suited (e.g. Databases)

o  Forces you to separate state/data; make your servers stateless
o Centrally store data (e.g. EBS/EFS/NFS/SAN, etc]

o Or make it someone else’s problem (e.g DBaaS, RDS, etc)



Immutable Servers - Layer Images
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Immutable Servers - Requirements

e Automated build pipeline and deployment process

o  Deployment and rollback can be the same process

o  Blue-green deployments, etc

e Backwards compatible data structures

e Push configuration down into base image

o Doesn't strictly require config management tooling (SaltStack, Puppet, Chef, etc.)
o  Forces loose coupling with infrastructure and other services

o Instance configuration external to the server

e (lear separation between stateful and ephemeral data



AWS EC2 Spot Instance



AWS EC2

On-demand:
e Pay per hour at the full rate
Reserved Instances:

e Standard RI: upto 75% discount on on-demand pricing
o No upfront, partial upfront or all upfront costings
e Convertible RI: upto 54% off on-demand pricing

o  Can change instance type, instance family, tenancy, etc



AWS EC2 Spot Instance

e Spare compute capacity at up to 90% off on-demand pricing

e (an be terminated with two minutes warning e T8

€ C O @ hps I v1/spot/home?region=eu-west-1 %

Services v Resource Group:

. ccromvons . [EETESRTII | <poxansr | actons - | pecin str ols
® lrrerent reques es:
. Tags T Requesttype: all~  State: cancelled~ | Search by keyword « < Viewing1to7 of 7 requests > »
Fooars
- Rt Remesiope imemcavps  sme Gy saus  vesircs | crad
. o b st ton oo @uamtes raan 8o

Instances Sir-06c749de-90e5-... fleet 3.smal @canceled - maintain 18 hours agc

Spot Requests.
Reserved Instances

> sfr-0478d2ad-ba7d-... fleet 3.smal @ cancelled maintain 20 hours agc

Deiomed Hosts: sfr-7535ch2a-5620-... fleet 3.smal @ cancelled maintain 20 hours agc

Scheduled Instances. > sir-18ba207e-934b-... fleet 3.smal @ cancelled maintain 21 hours agc

o Request and Maintain il F

“ Request Id: sfr-54ffc2fc-6025-498a-bd16-a0087dce38fc
AMis

Bunde Tasks Descripon  Insiances  History  Auto Scaling  Scheduled Scaling
O R eserve l:O r D ura tl on e : Requestid @ sf-54fzic-G025-456a b 16-a008Tcce 38t Maxprce ©
Volumes
e ol R ek Persistence @ mainiain
5 NETWORK & SECURIT Created  1V/a/2018, 3:12:54 PM Key pair name @ demo
Secuiy Groups s ane 1AM role @  jenkins i master
Elasic 1P
EBSoptimized @ 1o
® Load ba |a| \cer support
Key Pairs Total target capacity @ 1 (0 fulfilled) Monitoring @ no
Network nterfaces On-Demand capacity @ 0 (0 ulfiled) Health check @ o

Allocation strategy @ lowestPrice Tenancy @ default
Load Balancers,

o C | assic e e pee) el Inerupton behior © 509
AMIID @  ami-08129d630dd88a788 Classic load balancers @ -
Launch Configurations IAMfleetrole @  aws-ec2-spot-fleet-tagging-role Targetgroups @ Jenkins

Auto Scaling Groups Request valid from @

o Application Load Balancer - Target Group - g

Run Command W Terminate instances at  no
expiration @

Feedback @ English (US)




Spot Instance Price History

Spot Instance Pricing History X
Product: [Linux/UNIX v|  Instance Type: [ cl.xlarge v| Date range: [3 months v |
Date
$5.92 10/18/2018
9:36:22 PM UTC+0100
On-Demand price On-Demand price
$0.59
$0.5920
Availability Zone Price
$0.44 eu-west-1a $0.1059
eu-west-1b $0.0894
W eu-west-1c $0.1167
$0.30
5 'v_,/\’\\,—wv’dv\’/\/\/\
$0.00
Aug8  Augl6 Aug24 Sepl Sep8 Sepl6 Sep23  Octl  Oct8 Oct16  Oct24  Nov1

Close



Requesting Spot Instances

@ EC2Management Consol X +

€ C (¥ @ https//eu-west-1.console.awsamazon.com/ec2sp/v1/spot/launch?regic

eu

est1 v o

Services v  Resource Groups v

EC2 > Spot Requests > Request Spot Instances

Request Spot Instances

Request type
® @ Request (7 Request and Maintain e Reserve for duration
Submit a one-time Spot instance request Request a fleet of Spot instances to maintain Request a Spot instance with no interruption for
your target capacity 1106 hours (a Spot block)
Amount
Total target capacity €@ 1 instances ~

Optional On-Demand portion  You can designate a portion of your total target capacity as On-Demand. Your On-Demand portion persists, while your Spot capacity
Leammore  can be tied to scaling, per your settings. You must specify a Launch template for your On-Demand capacity request to be valid

0 instances
Requirements
Launch template None v (Default version) v & | | Ccreate launch template
AMI @ Amazon Linux AMI 2017.09.1 (HVM), SSD Volume Type (ami-d834z ¥ Search for AMI
Instance type(s) @  c3Jarge (2vCPU, 3.75 GiB, 2 x 16 5D) @ Select
Select multiple instance types to find the lowest priced instances available

Network @ Vpc-3a12305¢ (172.31.0.0/16) (defaul) v S | create new vpC

Availability Zone @ No preference (launch in cheapest Availability Zone) v




Requesting Spot Instances

@ EC2Management Consol X +

<€ C (Y & https//eu-west-1.console.aws.amazon.com/ec2sp/v1/spot/launch?region=eu-west-1 * N 3
Availability Zone @ No preference (launch in cheapest Availability Zone) v
EBS volumes @ Device @ Snapshot size (GiB) Volume Type 10PS Delete @  Encrypt
Root: /dev/xvda ~ snap-Ofcab3e3796f11100 | g General Purpose (SSD) v v [}
No additional EBS volumes configured
+ Add new volume
ptimized @ Launch ptimized instances
Instance store @ Attach at launch
Monitoring @ Enable CloudWatch detailed monitoring
Tenancy @ Default - run a shared hardware instance v
Security groups @ HTTP 5 | Create new security group
HTTP (8080)
HTTPS

Auto-assign IPv4 Public IP €

Key pair name @

IAM instance profile @

User data @

Instance tags @

Use subnet setting

demo

(optional)

® Astext O Asfile Inputis already base64 encoded

Key

Create new key pair

Create new IAM profile




Requesting Spot Instances

@ EC2Management Consol X +

€ C Y @& httpsy//eu-west-1.console.aws.amazon.com/ec2sp/v1/spot/launch?region=eu-west-1 * 1y N 3

Instancetags @  Key Value
No tags defined

+ Add new tag

Load balancing

1f you would like your Spot instances attached to a load balancer, you can set up the association s part of your Spot request. Any load
balancers you have set up in the same network/VPC specified in this request will be available as an option here. Learn about Elastic Load
Balancing

Load balancing @ Receive traffic from one or more load balancers

Spot request fulfillment

Allocation strategy @ ~ © Lowest price Diversified across [All v] lowest priced
Automatically select the cheapest Availabilty Zone and instance pools
type Balance Spot instances across selected Availabilty Zones and

instance types

Maximum price @ @ Use default (recommended) Set your max price (per instance/hour)
Provision Spot instances at the current Spot price capped at the
On-Demand piice

1AM fleetrole @  aws-ec2-spot-fleettagging-role ¢

Requestvalid from @ Now edit
Request valid until @ 1 year from now ~edit
@ Terminate instances at expiration @

cancel & JSON config

Use

@ Feedback @ English (US)




Spot Blocks

e Launch spot instances that will run for a finite duration (1-6 hours)
e Pricing

o Based on duration and capacity

o Typically 30-45% less than on-demand price

o Price per hour is fixed at launch, instance will not be terminated on price change

o  Partial hours are billed to the nearest second



Spot Fleet

e |Instances are launched to meet target capacity
e (ne-time or persistent
e (Canhave on-demand as part of instance fleet

e Specify interrupt behaviour: hibernate, stop or terminate

o  Hibernate/stop only charges for preserved EBS volumes



Allocation Strategy

Strategies:

e JlowestPrice
o Launch to the instance pool with the lowest price
e diversified

o Spotinstances are distributed across all pools

Parameters:

® InstancePoolsToUseCount

o  Spotinstances are distributed across the number of specified pools, only valid with lowestPrice



Spot Instance Interruption Notice

e Aspotinstance can be terminated with two minutes warning
e You control the interrupt behaviour (hibernate, stop, terminate]

e Reasons for interruption

o Spot price exceeds maximum bid
o  Capacity shortage
o Constraint - (e.g. no capacity within A-Z constraint)

m  Allassociated instances are terminated as a group



Spot Instance Interruption Notice

CloudWatch Event

Monitor for CloudWatch events and trigger target actions.

"version": "@",
"id": "12345678-1234-1234-1234-123456789012",
"detail-type": "EC2 Spot Instance Interruption Warning",
"source": "aws.ec2",
"account": "123456789012",
“time": "yyyy-mm-ddThh:mm:ssZ",
"region": "us-east-2",
"resources": ["arn:aws:ec2:us-east-2:123456789012:instance/i-1234567890abcdef0" ],
"detail": {
"instance-id": "i-1234567890abcdef0",
"instance-action": "action"
}
3

» Show sample even(s)

uuuuuuuu




Spot Instance Interruption Notice

Poll instance-action meta-data

AWS recommend polling every 5 seconds

Request:

[ec2-user ~1$ curl http://169.254.169.254/1atest/meta-data/spot/instance-action

Response:

{"action": "terminate", "time": "2018-11-05T09:27:002"}



A Practical Example



Practical Example

e All server images should be built from scratch
e Use Cl server to build whenever a change is pushed and automatically deploy

e Fully operate and run my web based projects on spot instances



Tooling

AWS Secrets
Manager

Packer




Building AMIs with Packer and SaltStack

Approach:

e Single repository with all base images

[J jamesridgway / demo-is-vm-images @unwatch~ 1 kstar 0 YFork 0
<> Code Issues 0 Pull requests 0 Projects 0 Wiki Insights Settings
. U Se l I ly ex I Stl ng Sa | t Se tU p Immutable servers demo repository of VM images Edit

Manage topics

O Salt reposito ry as a git SU bmod Ule ® 10 commits ¥ 1 branch © 0 releases 42 1 contributor

Branch: master v New pull request Create new file Upload files Find file
e Allima ges built with pac ker T PR R

& demo-salt @ 4e5f632 Instance size corrections 21 hours ago
[ jenkins-master Initial URL for Jenkins 19 hours ago
[ jenkins-slave Update .gitignore 21 hours ago
I rails-base Instance size corrections 21 hours ago
B ubuntu-1804 Initial URL for Jenkins 18 hours ago
B .gitignore Update .gitignore 21 hours ago
B gitmodules Finalising demo VMs aday ago
[E Jenkinsfile Jenkinsfile fix 21 hours ago
B README.md Create README.md 18 hours ago

[ build-all.sh Instance size corrections 21 hours ago



Building AMIs with Packer and SaltStack

49 lines (49 sloc) 1.1 KB Raw  Blame History o I

{

Lessons Learnt:

“type": "amazon-ebs",

"access_key": "{{user ‘aws_access_key'}}",
"secret_key": "{{user ‘aws_secret_key'}}",
"profile": "demo",

"region”: "eu-west-1",

"instance_type": "t3.small",
"ssh_username": "ubuntu",

e Automatically pull latest parent image e

"name": "ubuntu/images/hvm-ssd/ubuntu-bionic-18.04-and64-server-*"

h
"most_recent": true,
"owners": ["099720109477"]
o most_recent: true b
"ami_name": "ubuntu-1804 {{timestamp}}",
"associate_public_ip_address": true,

e Push EC2 user data into your base image B
O Use /etc/rc.local OF cloud-init ]pi ¢

"source": "../demo-salt/salt",
"destination": "~/salt"

e Layerimages to reduce build time z'

“type": "shell",
"execute_command”: "echo 'vagrant' | {{.Vars}} sudo -S -E bash '{{.Path}}'",
"scripts”: [

e Tag your AMI with your git commit ID

-]-'posupmcessers"; [
[
{
Executable File 6 lines (6 sloc) 205 Bytes Raw Blame History o' [ ": "builds/{{.Provider}}-ubuntu1804.box",

#!/bin/bash i
set -e ) 1
cd "$(dirname "$0")" || exit 1 3}
jq '.builders[0].tags.Commit = "'"$(git rev-parse HEAD)"'"' ubuntu.json > packer-versioned.json

packer build packer-versioned.json
rm packer-versioned.json



Building AMIs with Packer and SaltStack

Structure

Jenkins
Master

Ubuntu 18.04

Jenkins Slave

Rails Base

__________



Building AMIs with Packer and SaltStack

& master [demo-is-vm-imac x
< Cc 0

ces v

EC2 Dashboard
Events

Tags

Reports

Limits

Instances

Launch Templates
Spot Requests
Reserved Instances
Dedicated Hosts
Scheduled Instances
Capacity Reservations
AMIs

Bundle Tasks
Volumes
Snapshots

Lifecycle Manager

Security Groups
Elastic IPs

Placement Groups

@ Feedback (@ English (US)

Details

EC2 Management Conso! X

& https;//eu-west-1.console.aws.amazon.com/ec2/

L

2region=e

Resource Groups v

Ownedbyme v O Filter by tags and

Name

Ubuntu 18.04

Jenkins Master

Jenkins Slave

Rails Base

AMI Name

ubuntu-1804 1541423784
jenkins-master 1541424081
jenkins-slave 1541424208

rails-base 1541424230

PF

Permissions

Add/Edit Tags

Key
Commit
Name

Project

pp 1541455377

Image: ami-05b161b4b78b07e50

Tags

h by keyword

AMI ID

ami-05b161b4b78b07e50
ami-03caedeec28379c43
ami-Occ514de23396df0e
ami-02dd1918e0b4d3d21

ami-0e08a07af7db45489

Value

89e677b5e2.

ationDate

~ Source

177973473302/...
177973473302/)
177973473302/}
177973473302/r..

177973473302/

(2]

Owner v

177973473302

177973473302

177973473302

177973473302

177973473302

Ubuntu 18.04

Core

Visibility

Private

Private

Private

Private

Private

1to50f5

~ Status 4

available
available
available
available

available

mEA

Show Column
Hide Column

Show Column




Building a Jenkins Master

1. Install Java
Install Jenkins

Disable setup wizard

N L

Configure Jenkins (using init.groovy.d scripts)

o Any=x.groovy script placed in /var/1ib/jenkins/init.groovy.d/ will be executed on boot



Building a Jenkins Master - init. groovy.d scripts

What | wanted to do:

1. Install plugins
Apply default security configuration
Create user accounts

Configure Jenkins to use spot instances

Enable GitHub webhook

o e o R A

Automatically create jobs for GitHub projects



Building a Jenkins Master - init. groovy.d scripts

Problem:

e Allx.groovy scriptsininit.groovy.d are loaded onto the classpath at the same point in
time
e Trying to use code from plugins results in import errors:

import com.amazonaws.client.builder.AwsClientBuilder
import com.amazonaws.services.ec2.AmazonEC2
import com.amazonaws.services.ec2.AmazonEC2ClientBuilder



Building a Jenkins Master - init.groovy.d scripts

Split up the steps:

e init.groovy
a. Install plugins
b.  Apply default security configuration
c.  Rename *.txt files to *.groovy and trigger a
Jenkins restart
® aws.txt
a.  Create user accounts
b.  Configure jenkins to use spot instances
e github.txt
a.  Enable GitHub webhook
e githubrepos.txt

a.  Automatically create jobs for GitHub projects

Solution:

Split steps into different scripts
Initial script installs plugins and re-names other

scripts so that these can be run on restart
o Seems a little crude but this works flawlessly

For ease write scripts to be idempotent



Building a Jenkins Master - init. groovy.d scripts

What did | learn:

e init.groovy.d scripts can be very powerful
e Not many documented examples

e When configuring the EC2 Spot plugin, don't use hard coded IDs
o  Find AMIs/SGs/IAM roles based on name, tags, etc

e A spot Jenkins master with spot slaves can be a great way to build projects with minimal
cost

e Configuration should be external to the server image
o  Used AWS Secrets Manager for slave private key and key-value credentials



Jenkins on Spot Instances

& Jenkins
€ > C O ahy

X

@ EC2Management Consol X | +

id

Jenkins

Pipelines Q

.is.demoj

.co.uk/blue/organizations/jenkins/pipelines

Pipelines Administration Logout

NAME

demo-is-app

demo-is-infrastructure

demo-is-vm-images

demo-salt

1.9.0 - Core 2.138.2 - 7b2cf06 - 10th October 2018 08:29 PM

HEALTH BRANCHES PR
< > 1 passing %

& 1 passing -




Deploying Infrastructure with Terraform

e [Data definitions pick up latest AMI images based on the name

data "aws_ami" "core_ami" {
name = "name"

owners = ["self"]

e Spawned instances via aws_spot_fleet_request

e Deploying web based applications is really easy

o Deploy your Application Load Balancer (ALB) and Target Groups

o Letthe spot fleet request deal with attaching and removing the spawned instances



Deploying Infrastructure with Terraform

e Example of an aws_spot_fleet_request

resource "aws_spot_fleet_request" "jenkins-master" {

iam_fleet_role = "arn:aws:iam::${data.aws_caller_identity.current.account_id}:role/aws-ec2-spot-fleet-tagging-role"
allocation_strategy = "lowestPrice"
target_capacity =1
valid_until = "2028-08-03T16:00:00Z"
instance_interruption_behaviour = "stop"
launch_specification {
ami = "${data.aws_ami.jenkins_master_ami.id}"

instance_type = "t3.small"

iam_instance_profile_arn = "${aws_iam_instance_profile.jenkins_ci_master.arn}"

key_name = "demo"

vpc_security_group_ids = ["${aws_security_group.ssh.id}",
"${aws_security_group.http_8680.id}",
"${data.aws_security_group.default.id}"]

tags {
Name = "Jenkins"
Project = "Core"
}

}

target_group_arns = ["${aws_1b_target_group.jenkins.arn}"]



Deploying Infrastructure with Terraform

e Terraform deploys core infrastructure
O (ALB, Jenkins Master, etc.)
e Application build pipelines produce AMIs and are responsible for spawning and managing

spot requests - terraform doesn't need to know about these



Jenkins on Spot Instances

& Nodes [Jenkins] x EC2Management Conso! X | +
& C Y @& httpsy//jenkins.is.demojames-ridgway.co.uk/co € * H
a @
# Jenkins @ james |logou
Jenkins Nodes
# Back to Dashboard S Name | Architecture  Clock Difference  Free Disk Space  Free Swap Space  Free Temp Space  Response Time
o} Manage Jenkins Jenkins
Slave AMI Linux
B New Node ! s e In sync 5.00 GB [-1J: 5.00 GB 66ms
ekkgSilp)
% Configure
Jenkins
Slave AMI
% N/A N/A N/A N/A NIA
Build Queue (2) = (sir=
r4t5m)
part of demo-is-vm-images » master #1 %] -
part of demo-is-vm-images » master #1 a e (amds4) I sype 47568 Qos 47568 oms
Provision via EC2 Spot Slaves v
Build Executor Status =
Data obtained 6 min 1 sec 6 min 1 sec 6 min1sec 6min 1sec 6 min1sec 6min 1sec

& Jenkins Slave AMI (sir-ekkg5i1p)

1 # Refresh status

Samo o inages:s mastor (enkins

master)

M, Jenkins Slave AMI (sir-qw2r4tsm)
(offline)

Page generated: Nov 6, 2018 6:44:14 PM UTC REST APl Jenkins ver. 2.138.2




Jenkins on Spot Instances

& Nodes [Jenkins] X @ EC2ManagementConso! X  +

& Cc O @ https;//eu-west-1.console.aws.amazon.com/ec2sp/v1/spot/home?region=eu-west-1# h*d * H

Services v  Resource Groups v

EC2 Dashboard - S IANSEN O | Spot Advisor || Actions ~ || Pricing History || Savings Summary P -)
Events
Tags Y Request type: all v | State: all~ Search by keyword « < Viewing 1to 21 of 21 requests > »
Reports
Limits Request Id Request type Instance Type State Capacity Status Persistence Created
4 T sir-beag652p instance t3.small @ active i-0ab517e24e0f...  fulfilled one-time aminute a
Instances 3 sir-qw2r4tsm instance t3.small @ active i-018edecb50eb... fulfilled one-time aminute a
Launch Templates sir-ekkg5ilp instance t3.small @ active i-07bfo5d8ec1af... fulfilled one-time 8 minutes
Spot Requests =
P q » sfr-0661ccc5-1890-... fleet t3.micro @ active 20f2 fulfilled maintain 21 hours a
Reserved Instances
Dedicated Hosts » sfr-90ca3458-efa3-... fleet t3.small @ active 1lof1 fulfilled maintain aday ago
Scheduled Instances » sfr-abad26fb-8536-... fleet t3.micro @ cancelled - maintain 21 hours a
‘ »

Capacity Reservations

o Request Id: sir-beag652p

AMIs

Bundle Tasks Description Tags
wa Requestid @ sir-beag652p Max price @ $0.02
Volumes
Snapshots Requesttype @  instance Persistence @  one-time
=] NETWORK & SECURIT Created 11/6/2018, 6:44:11 PM Key pair name @ EC2 Jenkins Slave
Security Groups State active IAM role @ jenkins_ci_slave
Elastic IPs
Placement Groups Status fulfilled: Your spot request is fulfilled. EBS-optimized @ no
Key Pairs Instance i-0ab517e24e0f6beba Monitoring @ no
Network Interfaces Instance type(s) t3.small Tenancy @ default
SRS AMIID @ ami-0cc514de23396df0e Interruption behavior @ terminate

Load Balancers




Jenkins on Spot Instances

& master [demo-is-vm-ima

Events
Tags
Reports

Limits

Instances
Launch Templates
Spot Requests
Reserved Instances
Dedicated Hosts
Scheduled Instances

Capacity Reservations

AMIs
Bundle Tasks

Volumes
Snapshots
Lifecycle Manager

Security Groups
Elastic IPs

Placement Groups

X EC2 Management Conso! X +

Services v  Resource Groups v

EC2 Dashboard = Launch Instance Connect = Actions v
4

Q Filter by tags and attributes or search by keyword
Name ~ aws:ec2spot:~ Instance ID -
Jenkins sfr-90ca3458...  -0091cfc48a528ddf6
@  Packer Builder i-0224d0a16c7be78d2
Jenkins CI SI i-07bf05d8ec1af869f
demo-web-app  sfr-0661cccS i-0e9692dda144248
demo-web-app  sfr-0661ccc5...  i-0f0c7d6a6ld6c276e

Instance Type

t3.small
t3.small
t3.small
t3.micro

3.micro

& Cc O @ https://eu-west-1.console.aws.amazon.com/ec2/v2/home?region=eu-west-1#Instances:sort=instanceld

Availability Zone ~

eu-west-1c

eu-west-1c

eu-west-1¢c

eu-west-1c

eu-west-1c

L]

@
L
o
@

Instance State ~

running
running
running
running

running

A O % 0
[~] 1to50f5

Status Checks ~ Alarm Status
@ 2/2 checks None Y
Z Initializing None |
Z Initializing None ]
@ 2/2 checks None |
© 2/2checks . None b |
»

_N-_N=l=

Instance: | i-0224d0a16c7be78d2 (Packer Builder) Public DNS: ec2-52-215-234-154.eu-west-1.compute.amazonaws.com

Description Status Checks Monitoring Tags

Instance ID  i-0224d0al16¢c7be78d2

Instance state  running ]
Instance type  t3.small

Elastic IPs.

Availability zone ~ eu-west-1c

Security groups  packer_Sbeldfa0-2b31-0e57-4fec-
6aff68cde54d. view inbound rules

view outbound rules

Scheduled events  No scheduled events

AMIID  ubuntuimages/hvm-ssd/ubuntu-

bionic-18.04-amd64-server-

@ Feedback (@ English (US)

Public DNS (IPv4)

1Pv4 Public IP
IPV6 IPs
Private DNS

Private IPs

Secondary private IPs

VPCID
Subnet ID

£c2-52-215-234-154 eu-west-
1.compute.amazonaws.com
52.215.234.154

ip-172-31-7-113.eu-west-
1.compute.internal
172.31.7.113

vpc-3a12305¢
subnet-09da4s6f




enkins on Spot Instances

[sl@lkx]

& jenkins/d i i x @ EC2 consol X | +
izati kins/demo-is-vm-images/detail/master/1/pipeline hxd Em * :

Tests Artifacts S 2 & 5| xl

id co.uk/bl

€ > C O aht kinsjs.demoj
 demo-is-vm-images Pipeline

@ 12m1s No changes

@® aminute ago

Branch: master 3
Branch indexing

Commit: 89e677b

Start Clone repository ~ Ubuntu 18.04 Parallel End
—0 © ©
jenkins-master
jenkins-slave
i s»;ase

Parallel / rails-base - <1s @
2 > Check out from version control 65
8 > git submodule update --init — Shell Script 3s
3m53s

8 > ./rails-base/build.sh — Shell Script




Building the Application

e Simple rails demo application showing on-demand vs spot instance price
o Permissions provided via IAM roles

e Built with Packer

o Tests run within AMI as part of the packer build
o Use manifest post processor to reliably identify identify AMI to deploy

e Separate build script



vilding the Application

G jenkins/demo-is-app/m X =+
€ > C 0 ah ]

idgway.co.uk/bl i ins/demo-is-app/detail/master/16/pipeli P R

+/ demo-is-app < 16 Pipeline Changes Tests Artifacts

Changes by myself

Branch: master & @ 6mags
©® adayago Started by user james

Commit: d790ded

Start  Clone repository Build Deploy End

—O © ©@—o

Deploy - 1m 53s

> ./build/deploy.sh — Shell Script 1m 53s




Building the Application - Packer

gaCke":J'”" manifest.json
n o n {
bzllders [ "builds": [
n n n n {
type": "amazon-ebs", "name": "amazon-ebs",
T "builder_type": "amazon-ebs",
3 "build_time": 1541455668,
3’ o . "files": null,
provisioners”: [ "artifact_id": "eu-west-1:ami-0e08a07af7db45489",
] to "packer_run_uuid": "@e5155cc-d5aa-1eeb-db87-9884bd861"
"post-processors": [ ] }
[ c "last_run_uuid": "@e5155cc-d5aa-1eeb-db87-9884bd861b08"
"type": "manifest", }
"output": "manifest.json",
"strip_path": true
}
]
]



Building the Application - Deploy Process

1. Extract the AMIID from the manifest. json
2. Search AWS by the name of assets:
o  ALB Target Group ARN, IAM Role ARNs, Security Group ARNs
3. Launch Spot Fleet Request
o Wait for fulfilment
4. Inspect health of instances in LB target group
o Cancel SFR on unhealthy instances, AWS will destroy the instances and remove them from the TG

5. Deployed!



An Application Running on Spot Instances

& jenkins /demo-is-app/m X @ EC2ManagementConsol X =+

& Cc O @ https;//eu-west-1.console.aws.amazon.com/ec2sp/v1/spot/home?region=eu-west-1# Y * H

Services v  Resource Groups v

EC2 Dashboard = t Spot Instances Spot Advisor Actions ~ Pricing History Savings Summary P - )
Events
Tags Y Request type: flect~ | State: active~ | Search: website @ | Search by keyword « < Viewing1to1of 1requests > »
Reports
Limits Request Id Request type Instance Type State Capacity Status Persistence Created

; @ w sfr-0661ccc5-1890-... fleet t3.micro @ active 20f2 fulfilled maintain 21 hoursa
Instances sir-5dhg73bm instance t3.micro @ active i-0e9692dda144... fulfilled persistent 21 hoursa
Launch Templates sir-54q85zmp instance t3.micro @ active i-0f0c7d6a61d6...  fulfilled persistent 21 hours a
Spot Requests

Reserved Instances
Dedicated Hosts
Scheduled Instances
Capacity Reservations

= Request Id: sfr-0661ccc5-1890-4d56-9f5a-e673b388e10c
AMis =

Bundle Tasks Description Instances History Savings Auto Scaling Scheduled Scaling
(=) ELASTICE TORE Your Spot usage and savings details for this Spot Fleet request.
Volumes For a high-level savings summary across all of your running Spot Instances, check your Savings Summary.
Snapshots For detailed reporting on your account-level Spot usage, visit Cost Explorer.
Security Groups Spot usage and savings Time frame: |last 3 days v |
Elasiic IPs 2 84 42 $0.14 70%
Placement Groups Spot Instances vCPU-hours Mem(GiB)-hours Spot total Savings
Key Pairs

Network Interfaces Average cost per vCPU-hour: $0.0017
Average cost per mem(GiB)-hour: $0.0034
S Details
Load Balancers n

2 minrn (2 040D hoiee A% mAm{CIDY haure. €N 14 tntal 7004 ~ovinme




An Application Running on Spot Instances

& jenkins /demo-is-app / X EC2 Management Conso! X

[ DemolImmutableServer x  +

< C Y @& https//webapp.is.demojames-ridgway.co.uk

Immutable Servers Demo

This is an example of a web server that has been deployed follow the immutable servers
pattern.

This web server has been launched from the AMI that was produced as the only build
artifact of the project pipeline.

Details

Here are some details about the AMI:

Region: eu-west-1
Instance ID: i-0f0c7d6a61d6c276e
Instance Type: t3.micro

Pricing
Here is a comparison of prices between on-demand and spot-instances

[reios | ovcemans | oo |

Hourly: $0.0114 $0.0035
Daily: $0.2736 $0.084
Monthly: $8.4816 $2.604




Examples Available on GitHub

e |mmutable servers demo repository of VM images

o https://github.com/jamesridgway/demo-is-vm-images

e [emosalt

o  https://github.com/jamesridgway/demo-salt

e |mmutable serversinfrastructure demo

o  https://github.com/jamesridgway/demo-is-infrastructure

e |Immutable servers web app demo

o  https://github.com/jamesridgway/demo-is-app



https://github.com/jamesridgway/demo-is-vm-images
https://github.com/jamesridgway/demo-salt
https://github.com/jamesridgway/demo-is-infrastructure
https://github.com/jamesridgway/demo-is-app

What Did | Learn?

e |mmutable Servers have similar advantages and disadvantages to containers
e Immutable Servers can encourage good design of systems/deployment processes

e Spotinstances are simple to use and are cheap!

o Aggressively tag to monitor your costs

o Embed version information in AM|

e Jenkins can be fully automated

e Minimise start time, bake more into the base image



Thank you

Any questions?

Y @james_ridgway e
© jamesridgway Eh_:'l:llim
€9 james-ridgway.co.uk %

jmsr.io/PSWnJz

Immutable Servers
Building a deployment pipeline and deploying to EC2 Spot
Instances



https://twitter.com/james_ridgway
https://twitter.com/james_ridgway
https://twitter.com/james_ridgway
https://jmsr.io/PSWnJz
https://github.com/jamesridgway/
https://twitter.com/james_ridgway
https://github.com/jamesridgway/
https://www.james-ridgway.co.uk/
https://www.james-ridgway.co.uk/

